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~ 250 k tasks run in parallel worldwide.
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Figure 12: The volume of data in PB transferred by the ATLAS data management system (Rucio) between storage endpoints at Grid sites,
in2017.
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